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• Capture the causal features of prediction outcomes from high
dimensional data.

Causal representation

2Train Test 

Causal features of prediction outcomes

Avoid failure of generalization



• Is causal feature enough for prediction?
• What kind of causal information is essential?
-- The sufficient and necessary causes!

Causal representation
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Is that a cat? No!



• A is a Sufficient cause of B means when we know event A, the 
result B will happen. 
• A is a Necessary cause of B means when the result B comes out, 

the event A must happened.

Pointy ear is necessary but insufficient
Cat feet is sufficient but unnecessary
Short mouth is sufficient and necessary

Definition of Sufficiency and Necessity
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• Defining the sufficient and necessary causes.
• Chapter 9 in book: Causality
• Considering the counterfactual probability on variables C and Y

Probability of Necessary and Sufficient
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• Sufficiency

Understanding PNS
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• Necessity

Understanding PNS
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• Exogeneity : X is the cause of Y
• Monotonicity : Changes on X lead to monotonic changes on Y

How to identify PNS from observational data
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• Exogeneity : X is the cause of Y
• Monotonicity : Changes on X lead to monotonically changes on Y

The identifiability results
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• Defining the PNS risk

• Defining Monotonicity measurement.

The PNS risk modeling

Yang, Mengyue, et al. "Invariant Learning via Probability of Sufficient and Necessary Causes." NeurIPS2023 
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PNS
Risk

Satisfaction of
Monotonicity

Satisfaction of
Exogeneity
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• Connecting the Monotonicity measurement with PNS risk

Satisfaction of Monotonicity
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• Exogeneity under different causal assumption
• 1. C contain all information of Y in X
• 2. There are no spurious correlation between causal information and 

domain knowledge
• 3. C contain not all information of Y in X

Satisfaction of Exogeneity
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• Exogeneity under different causal assumption
• 1. PNS Risk can directly satisfies exogeneity
• 2. Additional constraint of independency between V and C like MMD
• 3. Additional constraint of conditional independence is required like IRM 

constraint.

Satisfaction of Exogeneity
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• In continuous feature space. One problem is that we need to
select two value of feature to determine the PNS value.
• A small perturbation on features induce changes on prediction.

Failure case of learning PNS

𝑐 ̅𝑐

𝑦 = 0 𝑦 ≠ 0

Failure case

𝑐

̅𝑐

𝑦 = 0 𝑦 ≠ 0

Sematic separatable case
The changes of Y is because of the sufficiently changes of C
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• Under the case of Sematic separatable, the evaluation of PNS 
value is non-trivial on feature.

• When sematic separatable satisfies in data, we add additional 
constraint on representation.

Semantic Separability
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• Final objective

• For different causal  assumption we need to add additional 
constraint

Main objective
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Sematic separatable on representation space



• Can we learn the sufficient and necessary causes?

Experiment
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• The OOD generalization ability

Experiment
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• The scenario which need stable prediction.
• Autonomous driving.
• Adversarial attack.
• Domain adaptation/generalization.

• Future work
• More causal assumption
• More general case

Application/Future work
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