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Agents in decision-making systems

... some material is borrowed from Chongjie Zhang, Jun Wang, Shimon Whiteson,...
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What is Agents?

The agents have the ability to plan a trajectory of decisions at the 
beginning or make real-time decisions at each timestep.

Agent

decision/action

Environment

context / state

It follows Markov Decision Process (MDP) to make the decision.
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Differences: Agents, Prediction, and Generation

Agents: Planning and Making decision.

Prediction: Forecasting future events based on current and past data 
without necessarily taking actions.

Generation: Generating data by specific requirements.
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Traditional researches about agent

Robotics, Games, Autonomous driving…

Enabling data-driven machine learning algorithm design such as 
planning and control.
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Planning and Control for decision making

§ Planning:
1. Decide the actions for the upcoming timesteps.
2. These actions, once determined, cannot be changed.

§ Control:
1.Only the current action is determined based on past information.
2.Strategy is adjusted considering feedback.

Reinforcement Learning (RL) is a popular algorithm to solve the
planning and control problem.
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Algorithms for Planning and Control: RL

Reinforcement Learning (RL):
§ Model-free RL: Making strategy without modelling the

system (a type of control algorithm).
§ Model-based RL: A type of planning algorithm.

decision/action

feedbacks

Model-free RL

decision/action

Environment model

Model-based RL
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Foundation Model

§ Natural language / multi-modalities generation model.
§ A foundational model is a powerful function capable of mimicking a 

broad class of functions and playing different roles.
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Now, you are a chess player

Ok, you can let me help you

What is the best move now

It’s Bishop to B3



Foundation Model and Agents (LLM Agents)

LLM (Large Language Model) Agent is an intelligent agent where large 
language models are the core component for reasoning and decision-
making. 

§ More scenarios: Any decision scenario expressible in text, such as 
multi-agent decision making, coding, and mathematical problems.

LLM Agent can perform complex reasoning and decision-making, 
simulating human thought processes to solve problems.
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Approaches of Foundation Model Agents

§ Prompt engineering
§ RL tuning
§ Expert data collection

Challenges: Many decisions sometimes revert to non-ML methods.
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Causality and Agents: the big picture
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§Understanding the factors in the system 
§Learning how to take actions

Causal model
Agent Environment

context / state

reward

decision/action

Understanding Better quality



Advantages of causality
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§ Clarifying Causal information: Identify the key factors and avoid being 
misled by spurious correlations.

§ Enhancing Decision Accuracy and Effectiveness: predict the outcomes 
make the wisest choices.

§ Reducing Decision Risks: Identify potential bad effects and avoid risks
of generalization.
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Tasks for causal single agent

§ Understanding the world/environment.
§ How to make the decision based on causal understanding.

§ Better explanation.
§ Decision for generalization, robustness and sample efficiency.

Understanding Better quality
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Tasks of causality and single agent

§Causal disentanglement in RL [Sontakke et al.].
§Environment modeling and Causal World Models: [Zholus et 

al, Ding et al., Liu et al., Li et al. Zhu et al.]

§Where to intervene: [Wang et al 1, Huang et al 1 Huang et al
2]

§Counterfactual imagination: [Pitis et al. Li et al]
§Trustworthiness: [Ding et al.]
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Causal Curiosity

Understanding the causal world [Sontakke et al.]. 
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Causal Curiosity

The Experiment Planner: allow the agent to discover action 
sequences such that the resultant observation trajectory is 
caused by a single causal factor.
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Causal Curiosity

Causal Inference Module: Inferring the related representation 
by observational data. 



22

Explain the world

Learning the causal model to explain the world in single agent
RL method [Yu et al.]
§Causal Discovery, between current step 𝑢 ∶= (𝑠, 𝑎) and next 

step 𝑣 ∶= (𝑠′ , 𝑜)
𝑢! ∈ 𝑃𝐴(𝑣" ) ⇐⇒ (𝑢! ⊯ 𝑣" ∣ 𝑢#!),

§Causal Influence network (AIM)
𝑃𝑟(𝑣" ∣ 𝑃𝐴(𝑣" ))
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Explain the world
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Efficiency decision

Improving Efficiency in Reinforcement Learning [Seitzer et al.]
§Better state exploration through an exploration bonus.
§Causal action exploration.
§Prioritizing experiences with causal influence during 

training.
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Efficiency decision

Causal Action Influence as Reward Bonus.

Reward of the goal + Reward of the satisfaction of causal influence detection
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Efficiency decision

• Following Actions with the Most Causal Influence.
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Efficiency decision

Causal Influence-based Experience Replay
§Prioritizing According to Causal Influence.
§ influence-based prioritization (CAI-P), hindsight 

experience replay (HER)…
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Multi-agent systems

Football AI

§Solving the MA systems problem by single agent problems may
be failed, because of the dynamic interaction among agents.

§Game theoretic thinking.
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Game theory

Game Theory as a “formal language” that describes how decision-
makers interact.
Best response:
The best choice of one player, given a belief in what the other 
player would do.
Nash equilibrium (NE):
if no player would like to unilaterally (done only by one player) 
deviate from its current strategy to another one, we can say that
the strategy profile is a Nash equilibrium.
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Causality for multi-agent: big picture

Causal model
Agent 1 Agent 2Environment

context

reward

decision

context

reward

decision

§Modeling the multi-agent relationship by causality technics.
§Learning how to take actions in game by causal

understanding.

Understanding Better quality
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Modeling causality in games [Hammond et al.]

§ Define the (causal) dependencies in games - either between variables, or 
between strategies.

Components:
• Directed Acyclic Graph (DAG): Represents causal relationships.
• Decision-making (behavioural) policy :
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Modeling causality in games [Hammond et al.]

Components:
• Directed Acyclic Graph (DAG): Represents causal relationships.
• Policy profiles: Strategies of agents.

Rational Outcomes: Series of best response policy form a set of NE.
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Nash equilibrium selection

The decision making process in multi-agent system can be regard as the
Nash equilibrium problem

Scenario: Human and Robot A managing household tasks.
How to get the optimal solution if more than one NE exist.

A mechanism helps to fix Robot A to adopt policies by pre-policy
intervention that lead to outcomes desired by humans.

A Liu, J Wang, H Li, X Chen, J Wang, S Kaski, M Yang. Attaining Humans Desirable Outcomes in 
Human-AI Interaction via Structural Causal Games.
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Pre-policy intervention

Pre-policy intervention can be modelled as interventions on the 
mechanism variables.
The intervention effect of pre-policy will let agent towards optimal NE.
Method: Learn a pre-policy intervention.

A Liu, J Wang, H Li, X Chen, J Wang, S Kaski, M Yang. Attaining Humans Desirable Outcomes in 
Human-AI Interaction via Structural Causal Games.



Causal Effect of Pre-Policy [Liu et al]
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A Liu, J Wang, H Li, X Chen, J Wang, S Kaski, M Yang. Attaining Humans Desirable Outcomes in 
Human-AI Interaction via Structural Causal Games.
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Pre-Policy Intervention and Nash Equilibrium [Liu et al]

Key idea: the pre-policy intervention will break cyclical dependencies in policies

Key idea: existence of pre-policy when the desired outcome is Y=y

A Liu, J Wang, H Li, X Chen, J Wang, S Kaski, M Yang. Attaining Humans Desirable Outcomes in 
Human-AI Interaction via Structural Causal Games.
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Pre-Policy Intervention and Nash Equilibrium [Liu et al]

Key idea: if pre-policy intervention break all cyclical dependencies, then game has NE

A Liu, J Wang, H Li, X Chen, J Wang, S Kaski, M Yang. Attaining Humans Desirable Outcomes in 
Human-AI Interaction via Structural Causal Games.
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LLM Agents
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LLM be the policy-making model

§ Prompt engineering
§ RL tuning
§ Expert data collection

Ouyang et al. Training language models to follow instructions with human feedback.



LLM Multi-agents

43Guo et al. Large Language Model based Multi-Agents: A Survey of Progress and Challenges.



Causal enhanced LLM agents
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Challenges: lack of the explanation, it requires to the understanding of
the causalities in systems.

§ Understanding the system [Ward et al.]
§ How to make decision by causal LLM agent [Liu et al. 2]

Understanding Better quality



Understanding the system [Ward et al.]
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§ Define the intention of AI system.
§ Connect intention to causality
§ Inferring the intentions of agents and language models from their 

behavior and proves the applicability of this method in real-world AI 
systems.



Making decision by causal LLM Agent [Liu et al.]
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Future direction in causal LLM Agents
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§ Challenge: How to adapt and explore in more research scenarios 
beyond physical systems, focusing on issues that are of greater 
concern to humans, such as mathematics and logical reasoning.

§ Challenge: How to represent causality in the environment constructed 
by foundation models.



Future direction in causal LLM Agents
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§ Challenge: In what ways do LLM agents define and receive causal 
information.

§ Challenge: How to explore traditional agent problems within LLM 
agents, including:
1.Data efficiency
2.Better generalization
3.Trustworthiness: explanation and safety



Summary and take away
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§ Agent is a general concept describes the agent making decision in
systems.

§ Traditional Agents problem: Planning and Control. RL is just an
algorithm to solve it.
§ Single agent and multi-agent system.

§ LLM based Agent problem: Planning and Control, but broader
scenarios.
§ Prompt, RL tuning and Expert data.



Summary and take away
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§ What causality can do?
§ Understanding system by causality and using causal modeling to

enhance quality.
§ The data efficiency, generalization and trustworthiness.

Understanding Better quality



Summary and take away
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Thanks for listening
Q&A

Discussion and potential collaboration on Agent.
§ mengyue.yang.20@ucl.ac.uk

mailto:mengyue.yang.20@ucl.ac.uk
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