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Invariant Learning

* The OOD generalization task

Test



Invariant Learning

* [nvariant causal assumption across source and test distribution
* Ps(Y|C =¢) = Pt(Y|C = ¢)

* Extract causal feature for OOD generalization.
* Infer causal feature from observation data
* Predict label y from causal feature
X 1LY|C 2. VL1C 3. V1Y|C

= sign[Ee~ p,(clx=x)W ' c|- - -
y=sig (CIxX=x) i\i&i} ﬁ

(b) Causal graph



Causal representation

* |s causal representation enough in invariant learning?
* What kind of causal information I1s essential?
-- The sufficient and necessary causes!

'pointy ear' is necessary cause, 'cat feet' is sufficient cause
'background' is supurious correlation

' pointy ear background pomty ear : pomty ear '

: cat : i i = AR Y m
+ cat feet—> @ @fox : fillf 3132 0 BERW

B . : Is that a cat? No!
ID data : : OOD data | OOD data |




Causal representation

* A Is a Sufficient cause of B means when we know event A, the
result B will happen.

* A is a Necessary cause of B means when the result B comes out,
the event A must happened.

ID OOD O0OD

. . . .  train test test
Pointy ear Is necessary but insufficient - P — ﬂ

. . ointy ear | True :True Tru
Cat feet Is sufficient but unnecessary oIy
cat feet | True -False False~

Short label is sufficient and necessary short mouth. True .fglgé':ff{ie l

label Cat 'rFOX Cat*”




Causal representation

* Defining the sufficient and necessary causes.
* Chapter 9 in book: Causality
* Considering the counterfactual probability on binary variables X and Y

Definition 2.1 (Probability of Necessary and Sufficient (PNS) (Pearl, 2009)). Let the specific
implementations of causal variable C as c and €, where € # c. The probability that C is the
necessary and sufficiency cause of Y on test domain 7 is

PNS(Caé) ::Pt(Ydo(C:c) =Y | C= éaY # y) Pt(C = E,Y ?é y)

sufficiency
+Pt(Yd0(C:E) ?é Y | C=cY-= y) Pt(C =c,Y = y)

necessity

2)




Causal representation

* Understanding PNS

The ‘cat feet’ patch

issufficient but :
unnecessary \

We assume P(Yy,(c=1) = 1) = 1 and P(Ygo(c=0) =0) = 0.5, P(Y =1) =0.75, P(C = 1,Y =
1) =0.5,P(C =0,Y = 0) = 0.25,P(C =0,Y = 1) = 0.25.

Now, applying the concept of the probability of sufficiency and necessity, we obtain:

Probability of necessity: P(Ydo(0=0) =0y =1,C =1) = P(Y=;))(;/1;(1ch?(=cl?o)=1) _
0.5_0.5 )=0

P(Y=1,C=1

Probability of sufficiency: P(Yj,c=1y = 1|Y = 0,C = 0) = P(Yd"}f&”:zlé;g)(yzl) =
1—-0.75 = 4

P(Y=1,C=1)




Causal representation

* Understanding PNS

The ‘ear shape’ patch

isnecessary but
insufficient

~we assume P(Yy,(c=1) = 1) = 0.5 and P(Yy,(c=0) = 0) = 1.

Now, applying the concept of the probability of sufficiency and necessity, we obtain:
Probability of necessity: P(Yio(c=0) =0Y =1,X =1) =1

Probability of sufficiency: P(Yj,c=1) =1|Y =0,X =0) =0.5

In this example, we can state that variable C' has a probability of being a necessary cause.



Causal representation

* How to identify PNS from observational data
* Exogenelty : X Is the cause of Y
* Monotonicity : Changes on X lead to monotonic changes on Y

Definition 9.2.9 (Exogeneity)
A variable X is said to be exogenous relative toY in model M if and only if

{¥,Y.} 1L X.

Definition 9.2.13 (Monotonicity)
A variable Y is said to be monotonic relative to variable X in a causal model M if and

only if the function Y (u) is monotonic in x for all u. Equivalently, Y is monotonic rela-
tive to X if and only if

Yx N\ yy = false. (9.20)



Causal representation

* How to identify PNS from observational data
* Exogenelty : X Is the cause of Y
* Monotonicity : Changes on X lead to monotonically changes on Y

Lemma 2.4 (Pearl (2009)). If C is exogenous relative to Y, and Y is monotonic relative to C, then
PNS(c,c) =P (Y =y|lC=c)—-F(Y =y|C=¢C). 3)

sufficiency necessity
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The PNS risk modeling

* Defining the PNS risk on test domain Satisfaction of Satisfaction of
Monotonicity Exogeneity
Ri(W, $,€) := Ex,y)~7 [Ecnp,(clx=x)I[sign(w ' ¢) # 9] \ /
+IEE~Pt((—3|X=x)I[Sign(WT(—:) = y]] . ‘ ’I-DNS\ \

\_Risk

* Defining Monotonicity measurement.
M;"(6,€) = E(x,y)fvT]EcNPf(C|xzx)Ea~P§(C|xzx)I[Sign(WTC) = sign(w ' )],

then we have

Yang, Mengyue, et al. "Invariant Learning via Probability of Sufficient and Necessary Causes." arXiv preprint
(NeurIPS2023 Spotlight).
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Satistaction of Monotonicity

* Connecting the Monotonicity measurement with PNS risk

M;"(¢,€) = SF(w,9)(1 — NCy(w,¢)) + (1 — SFi(w, ) )NCi(w, §).

The following equation understands the above decomposition.

P(sign(w'c¢) = sign(w ' ©))

=P(sign(w 'c¢) = y)P(sign(w ' €) = y) + P(sign(w ' c) # y)P(sign(w'€) # y).

We can further derive Eq.14 as follows.
M:v(¢v 5) :SFt(W7 ¢)(1 T NCt(Wag)) + (1 T SFt(Wv ¢))N0t(W7€)
:§Ft(wa ¢) i NCt(wa 5)/ _QSFt(Wa ¢)th(W, §)

Ry(w,$,T)
=Ry (W7 ¢’ 5) — 25F, (W7 ¢)N0t (W7 5)

(14)

(15)

(16)
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Satistaction of Exogenelty

* Exogenelty under different causal assumption
* 1. C contain all information of Y in X

* 2. There are no spurious correlation between causal information and
domain knowledge

e 3. C contain not all iInformation of Y In X

P

Yang, Mengyue, et al. "Invariant Learning via Probability of Sufficient and Necessary Causes." arXiv preprint
(NeurIPS2023 Spotlight).
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Satistaction of Exogenelty

* Exogenelty under different causal assumption
* 1. PNS Risk can directly satisfies exogeneity
e 2. Additional constraint of independency between V and C like MMD

* 3. Additional constraint of conditional independence is required like IRM
constraint.

Yang, Mengyue, et al. "Invariant Learning via Probability of Sufficient and Necessary Causes." arXiv preprint
(NeurIPS2023 Spotlight).
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Generalization analysis

* PNS risk defined on unknown test domain

Ri(w, $,€) := E(x.y)~T [Ecnp, (cix=x)[sign(w ' c) # y]
+]E<‘:~Pt(C|X=x)I[Sign(wTé) = y]].

* Connecting source domain and test domain

Theorem 3.2. The risk on the test domain is bounded by the risk on the source domain, i.e.,
Ri(w,$,6) < lim Bu(T|S)(MY (9, )"~ F +2SF(w, @)1 #) + 10, (X, Y),

where
Nes(X,Y) := P(X X Y ¢ supp(S)) - sup Ry\s(W, 9, ).

Yang, Mengyue, et al. "Invariant Learning via Probability of Sufficient and Necessary Causes." arXiv preprint
(NeurIPS2023 Spotlight). 15



Generalization analysis

* Using dataset from source domain to evaluate the risk

(1) |SF¢(w,p) — ﬁs(w, ¢)| is upper bounded by

Es~KL(P?(C|X = x)||7c) + 21?%/?) +C.

(2) | MY (6,€) — M ($,€)| is upper bounded by

In(n/e€) +2C.

Esn KL(P? (CJX = x)|mc) + Esn KL(PS (CIX = x)Im0) + 57,7155

Yang, Mengyue, et al. "Invariant Learning via Probability of Sufficient and Necessary Causes." arXiv preprint
(NeurIPS2023 Spotlight).
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Optimization process

* Consider the failure case of learned PNS
* The small perturbation induce changes on prediction

7 T — S~ S - C \
yas 0o  —_ s
1 /( { N Ol T =N
- - —— \/ v )
N — 7
y=0 y+0 y=0 y#0
Failure case Sematic separatable case

Yang, Mengyue, et al. "Invariant Learning via Probability of Sufficient and Necessary Causes." arXiv preprint

(NeurIPS2023 Spotlight). L



Optimization process

* Consider the failure case of learned PNS
* Under the case of Sematic separatable, It is worth to evaluate PNS risk

Assumption 4.1 (-Semantic Separability). For any domain index d € {s,t}, the variable C is
d-semantic separable, if for any ¢ ~ P;(C|Y = y) and € ~ P;(C|Y # y), the following inequality
holds almost surely: |[¢ — cl||o > 4.

* When Sematic separatable satisfies in data, then we should add
additional constraint on representation avoid to learn trivial PNS.

Yang, Mengyue, et al. "Invariant Learning via Probability of Sufficient and Necessary Causes." arXiv preprint

(NeurIPS2023 Spotlight).
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Optimization process

* Final objective

r;slinmgax ]\7:"(41), £) -{-ﬁs(w,qﬁ) + ALx1, subjectto |[c—C|l2 >4,

* For different causal assumption we need to add additional

constraint
X 1Y|C 2. Vi1¢ 3. V.L¥|C

SN

Yang, Mengyue, et al. "Invariant Learning via Probability of Sufficient and Necessary Causes." arXiv preprint
(NeurIPS2023 Spotlight).
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Experiment

* Can we |learn the sufficient and necessary causes?

LeaningMethod

11 0.65 | 0.67 JORE 1.1-JKEH 0.37 B CaSN
F mmm CaSN(-m)
: SN SF NC  Spurious

NC Spunous NC Spunous

(a) Spurious degree s = 0.1 (b) Spurious degree s = 0.7

OO

o
]

o
O

Distance Correlation
=) =)
H m

o
w

(c) Results of CaSN and the CaSN(-m)

Yang, Mengyue, et al. "Invariant Learning via Probability of Sufficient and Necessary Causes." arXiv preprint

(NeurIPS2023 Spotlight).
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Experiment

* The OOD generalization ability

Table 1: Results on PACS and VLCS dataset

Dataset PACS VLCS
Algorithm A & P S Avg Min C L S \% Avg Min
ERM 847+04 808+06 972+03 793+10 855 793 97.7+04 643+09 734+05 746+13 775 643
IRM 848+13 764+11 967+06 761+10 835 764 986+0.1 649+09 734+06 77.3+09 785 649
GroupDRO 83.5+09 79.1+06 967+03 783+20 844 791 973+03 634+09 695+08 767+0.7 767 634
Mixup 86.1+05 789+08 97.6+01 758+18 846 789 983+06 648+10 721+05 743+08 774 648
MLDG 864+08 774+08 973+04 735+23 836 774 974+02 652+07 71014 753+10 772 652
MMD 86.1+14 794+09 966+02 765+05 846 794 97.7+0.1 640+1.1 728+02 753+33 775 640
DANN 864+08 774+08 973+04 735+23 836 774 990+03 651+14 73.1+03 77.2+06 786 65.1
CDANN 846+18 755+09 968+03 735+06 826 755 97.1+03 651+12 707+08 771+15 775 65.1
CaSN (base) 87.1+0.6 802+06 962+08 804+02 860 802 975+06 648+19 702+05 764+17 772 648
CaSN (irm) 821+03 779+18 933+08 80.6+10 835 779 978+03 657+08 723+04 77.0+14 782 65.7
CaSN (mmd) 847+0.1 814+12 957+02 802+06 855 814 982+0.7 659+06 71.2+03 769+07 78.1 659

Yang, Mengyue, et al. "Invariant Learning via Probability of Sufficient and Necessary Causes." arXiv preprint
(NeurIPS2023 Spotlight).



Probable application/Future work

* The scenario which need more stable than accuracy
* Auto drive
* OOD generalization
* Domain adaptation
* Dynamic system

* Future work
* More causal assumption
* More general case

Yang, Mengyue, et al. "Invariant Learning via Probability of Sufficient and Necessary Causes." arXiv preprint
(NeurIPS2023 Spotlight).
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